
  

Theoretical Analysis of Schema Processing

  

Theoretical Analysis of Schema Processing



  

S  =  **1**0*
Representatives of schema S  (also called “instances”)

1110000

0110101

0010001

1111101
1010101

How many representatives are there?

2L – o(S)

How many different schemas can
the string 1111101 represent?

2L

**1**0*

*1111*1

*****01

11111**

*******1111101

A population of N strings thus
represents anywhere from

2L to N  2L distinct schemas

(when all N strings happen
 to be exactly the same)  
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Some Empirical Results

   3           8           27          800
   4          16           81         1600
   5          32          243         3200
   6          64          688         6400
   7         128         2021        12800
   8         256         5391        25600
   9         512        14571        51200
  10        1024        36033       102400
  11        2048        87314       204800
  12        4096       201886       409600
  13        8192       463363       819200
  14       16384      1049650      1638400
  15       32768      2306752      3276800
  16       65536      4965857      6553600
  17      131072     10324744     13107200
  18      262144     21702967     26214400
  19      524288     45460355     52428800
  20     1048576     93676499    104857600

Minimum #
of schemas
represented

Population of 100 random genomes

Actual #
of schemas
represented

Maximum #
of schemas
represented

Genome
length
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Probability and Expected Values

A probability is a number between 0 and 1

Think of it as a proportion

If each individual in a group of size N satisfies some condition
with probability p, then the total # of individuals in the group
that will end up satisfying the condition is expected to be about

p  N

Example: If the probability that a person was born in California
is 0.15, then for a group of 1,000,000 random people,
we expect approximately 0.15  1,000,000 = 150,000
of them to have been born in California.
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This holds simultaneously for all O(2L)
schemas represented in the population!

“Implicit parallelism”

The fittest schemas receive
more and more representatives

in the population over time, even
though the GA never keeps track
of schemas explicitly, and does
not calculate the exact average

fitness of any schema.
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